
Math 229: Introduction to Analytic Number Theory

Incomplete character sums I: The Davenport-Erdős bound, and the
distribution of short character sums

Finally, we consider upper bounds on exponential sum involving a character,
again concentrating on the simplest such sum

Sχ(N) :=
N∑

n=1

χ(n).

Here χ is a primitive character mod q > 1. We already encountered the Pólya-
Vinogradov bound:

|Sχ(N)| � q1/2 log q

for all N . We motivate our further study of Sχ(N) with two paradigmatic
applications.

The first application concerns an analogue of Lindelöf’s conjecture “in the
q-direction”: fix s = σ + it with σ ∈ [1/2, 1], and ask how |L(s, χ)| can
grow as we vary χ. (If σ < 1/2 then 1 − σ > 1/2, so we first estimate
L(1 − s, χ) and then use the functional equation; if σ > 1 then the Dirich-
let series converges, and |L(s, χ)| < ζ(σ) is an upper bound independent of χ.)
Partial summation gives L(s, χ) = s

∫∞
1
y−1−sSχ(y) dy. Thus for fixed s we

have L(s, χ) �
∫∞
1
y−1−σ|Sχ(y)| dy. Hence upper bounds on |Sχ(y)| directly

yield upper bounds on L(s, χ). For instance, by combining the trivial estimate
|Sχ(y)| ≤ y with the Pólya-Vinogradov bound we find

L(s, χ) �
∫ q1/2 log q

1

y−σdy + q1/2 log q
∫ ∞

q1/2 log q

y−1−σdy � (q1/2 log q)1−σ,

except for σ = 1, for which we obtain L(s, χ) � log q as we have already seen.
In particular, |L(s, χ)| � q((1−σ)/2)+ε holds for all ε > 0. Now for arbitrary y
the Pólya-Vinogradov bound is almost as good as we can hope for (we shall
make this precise soon), and is consistent with the typical behavior of a sum
of about q random numbers of absolute value 1. But when y is significantly
smaller than q, that is y � qθ for θ < 1, we expect that the exponent of 1/2
in the Pólya-Vinogradov bound is too large, and indeed we know it is too large
once θ ≤ 1/2 because then the trivial bound |Sχ(y)| ≤ y is better. Nontrivial
estimates on |Sχ(y)| for small y will yield improved upper bounds on |L(s, χ)|,
and if we could prove |Sχ(y)| � y1/2+o(1) for all y � qε then it would follow
that L(s, χ) � qo(1), the q-analogue of Lindelöf’s conjecture.

The second application is to the smallest quadratic nonresidue modulo a large
prime p. Here we take q = p and χ the Legendre symbol χ(n) = (n/p), and seek
small solutions of χ(n) = −1. Under the Extended Riemann Hypothesis, the
smallest such n is O(log2 p), but without unproved conjectures the best bounds
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known are of the form pθ+o(1) for some positive θ. If there is no quadratic non-
residue in [1, N ] then Sχ(N) = N , so |Sχ(N)| attains the trivial upper bound.
Hence any nontrivial bound on |Sχ(N)| proves the existence of a quadratic non-
residue less than N . For example, Pólya-Vinogradov lets us take N � p1/2 log p,
giving pθ+o(1) for θ = 1/2. Now it is true that an upper bound 2p1/2 on the
least quadratic nonresidue is elementary,1 but in fact Pólya-Vinogradov yields
an upper bound pθ+o(1) with θ = 1/(2e1/2), as observed in [Davenport-Erdős
1952]. More generally:

Proposition 1. Let χ be a character modulo a prime p. Suppose |Sχ(N)| < εN
for some positive integer N and some positive ε < 1. Then there exists a positive
integer x < N exp((ε−1)/2)+o(1) such that χ(x) 6= 1.

The o(1) is effective; that is, for each c > exp((−ε − 1)/2) there exists an
effectively bounded N0(c) such that if N > N0(c) then |Sχ(N)| < εN implies
the existence of x < N c not in the kernel of χ.

Proof : Suppose χ(n) = 1 for all positive integers x ≤ X. Then the same is
true for every integer none of whose prime factors exceeds X. For each prime
l > X there are at most N/l integers n ≤ N for which l|N . Therefore the total
number of integers n ≤ N divisible by such a prime is at most N

∑
X<l6N 1/l.

This number must exceed (1 − ε)N/2 for |Sχ(N)| to be as small as εN . But
we already know that

∑
X<l6N 1/l = log(log(N)/ log(X)) + o(1) as X→∞.

Therefore log(N)/ log(X) must exceed exp((1− ε)/2)− o(1), as claimed.

In fact it is possible to improve on both the trivial bound and the Pólya-
Vinogradov bound on Sχ(N) when N � qθ for certain θ < 1. As with ex-
ponential sums

∑N
n=1 e(f(n)), there are excellent bounds on average, and less

good but still nontrivial bounds on individual sums. We address the average
case first.

To get enough sums to average, we generalize Sχ(N) to what we shall call

Sχ(n0, n0 +N) :=
N∑

n=1

χ(n0 + n) = Sχ(n0 +N)− Sχ(n0).

We fix the length N of the sum, and vary the starting point n0 over all of
Z/qZ. If q is much larger than N , We expect Sχ(n0, n0 + N) to behave like
the sum of about (φ(q)/q)N independent random numbers of absolute value 1,
drawn uniformly from {1,−1} if χ is real and from the m-th roots of unity for
some m ≥ 3 if χ is complex. By the Central Limit Theorem, for large N the
distribution of these sums should approach a normal distribution with mean

1If χ(−1) = −1 then χ(p − n2) = −1 for all n 6≡ 0 mod p, and taking n = b√pc makes

p − n2 < 2p1/2. If χ(−1) = +1 it is enough to prove that not all nonzero n ∈ (−p1/2, p1/2)
are quadratic residues. If they were then the same would be true of all m ≡ n/n′ mod p with
nonzero n, n′ ∈ (−p1/2, p1/2). But this is impossible because every m ∈ (Z/pZ)∗ is of that
form, as may be seen from a standard application of the “pigeonhole principle”: there are
more than p expressions am+ b for integers a, b ∈ [0, p1/2), so two of them must coincide, and
solving am + b = a′m + b′ we write m as a fraction of the desired form.
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zero variance (φ(q)/q)N on R (for χ real) or C (for χ complex). That is, if χ
is real we expect that

1
q

q−1∑
n0=0

f

(
Sχ(n0, n0 +N)
[(φ(q)/q]N)1/2

)
→ 1√

2π

∫
x∈R

f(x) e−x2/2 dx, (1)

1
q

q−1∑
n0=0

F

(
Sχ(n0, n0 +N)
[(φ(q)/q]N)1/2

)
→ 1

2π

∫∫
(x,y)∈R2

F (x+ iy) e−(x2+y2)/2 dx dy (2)

for all continuous functions f : R→R or F : R→C for which the integrals
converge absolutely. Remarkably this can be proved for sequences of triples
(q, χ,N) for which N→∞ and log(q)/ log(N)→∞. We shall follow the proof
under the hypothesis that q is prime. The same methods suffice, with some
more gruntwork, to handle the case that q is composite but squarefree or nearly
so (meaning that q factors as q1q2 with q1 squarefree and q2 = O(1)). It is much
harder to obtain such results when q has large or numerous repeated prime
factors, but fortunately such q cannot arise as the modulus of a primitive real
character, or more generally of a character taking values in the m-th roots of
unity for fixed m.

Since q is a prime we write q = p; since p→∞, we can write (1,2) more simply
as

1
p

p−1∑
n0=0

f

(
Sχ(n0, n0 +N)

N1/2

)
→ 1√

2π

∫
x∈R

f(x) e−x2/2 dx, (3)

1
p

p−1∑
n0=0

F

(
Sχ(n0, n0 +N)

N1/2

)
→ 1

2π

∫∫
(x,y)∈R2

F (x+ iy) e−(x2+y2)/2 dx dy. (4)

This is proved (as is done in one proof of the Central Limit Theorem itself)
by proving that the moments of the numbers N−1/2Sχ(n0, n0 + N) converge
to the corresponding moments of the normal distribution on R or C. That is,
one proves (3) for the functions f(x) = xr (r = 0, 1, 2, . . .), and proves (4) for
the functions F (z) = zrzr′ (r, r′ = 0, 1, 2, . . .). This suffices because it is known
that the normal distribution on any finite-dimensional real inner product space
is characterized by its moments (and in the complex case the monomials zrzr′

span all the polynomials in the real and imaginary parts of z). These moments
are as follows: in the real case, the r-th moment is

1√
2π

∫
x∈R

xr e−x2/2 dx =

{
r! / (2r/2(r/2)!), if r is even;
0, if r is odd,

(5)

and in the complex case, the (r, r′) moment is

1
2π

∫∫
(x,y)∈R2

(x+ iy)r(x− iy)r′ e−(x2+y2)/2 dx =

{
r!, if r = r′;
0, if r 6= r′

(6)
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(see Exercise 3). The constant r! / (2r/2(r/2)!) in (5) is also the product of odd
numbers from 1 to r − 1, sometimes denoted by “(r − 1)!!”; combinatorially it
is the number of partitions of an r-element set into r/2 pairs.

The first few moments of the N−1/2Sχ(n0, n0 +N) are elementary. The zeroth
moment is trivially 1; the first moment vanishes:

p−1∑
n0=0

Sχ(n0, n0 +N) = N

p−1∑
n=0

χ(n) = 0.

For the second moment we have:2

Lemma 1. Let χ be a nontrivial character modulo a prime p. Then for any
integer N ∈ [0, p] we have

p−1∑
n0=0

|Sχ(n0, n0 +N)|2 = pN −N2. (7)

Proof : As we did for continuous mean squares of exponential sums, we expand
and interchange the order of summation:

p−1∑
n0=0

|Sχ(n0, n0 +N)|2 =
p−1∑
n0=0

∣∣∣∣∣
N∑

n=1

χ(n0 + n)

∣∣∣∣∣
2

=
p−1∑
n0=0

(
N∑

n1=1

N∑
n2=1

χ(n0 + n1)χ(n0 + n2)

)

=
N∑

n1=1

N∑
n2=1

(
p−1∑
n0=0

χ(n0 + n1)χ(n0 + n2)

)

=
N∑

n1=1

N∑
n2=1

(
p−1∑
x=0

χ(x+ n1 − n2)χ(x)

)
,

where the last step is the change of variable x = n0 + n2. For each of the N
choices of (n1, n2) for which n1 = n2, the inner sum is

∑p−1
x=0 |χ(x)|2 = p−1. For

the remaining N2−N choices, we might expect the inner sum to consist of p−2
“random” numbers of absolute value 1, and thus to be roughly of order p1/2.
But in fact we have almost complete cancellation: the sum equals −1. To see
this, omit the term x = 0, for which χ(x) vanishes, and write the remaining
sum as

p−1∑
x=1

χ(x+ n1 − n2)χ(x−1) =
p−1∑
x=1

χ(1 + (n1 − n2)x−1).

2This is Lemma 1 of [Davenport-Erdős 1952]; the authors report at the end of the paper
that it is also contained in “Vinogradov’s Osnovy teroii čisel, p.109”, published a year or so
earlier.
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Since x 7→ (n1 − n2)x−1 is a permutation of (Z/pZ)∗, each y ∈ Z/pZ occurs
exactly once as 1 + (n1 − n2)x−1, except for y = 1 which does not occur at all.
Hence the sum is

(∑p−1
y=0 χ(y)

)
− χ(1) = −1, and we have

p−1∑
n0=0

|Sχ(n0, n0 +N)|2 = N(p− 1) + (N2 −N)(−1) = pN −N2,

as claimed.

As an immediate application we confirm that the Pólya-Vinogradov bound is
within a factor O(log q) of the truth:

Corollary. For every nontrivial character χ modulo a prime p, there exist
N mod p such that |Sχ(N)| ≥ p1/2/4−O(p−3/2).

Proof : Let N = bp/2c. Then pN − N2 = p2/4 − O(1). Therefore there exists
some n0 for which |Sχ(x0, x0 + N)|2 is at least as large as its average value
p/4−O(1/p). Hence |Sχ(x0, x0 +N)| ≥ p1/2/2−O(p−3/2). Since

Sχ(x0, x0 +N) = Sχ(x0 +N)− Sχ(x0),

it follows that at least one of Sχ(x0 +N) and Sχ(x0) exceeds the claimed lower
bound (p1/2/2−O(p−3/2))/2 = p1/2/4−O(p−3/2).

There is one more case where we can give an elementary nontrivial upper bound
on one of our moments, namely the (2, 0) or (0, 2) moment in the complex case:

Lemma 2. Let χ be a complex character modulo a prime p. Then for any
integer N ∈ [0, p] we have∣∣∣∣∣

p−1∑
n0=0

(Sχ(n0, n0 +N))2
∣∣∣∣∣ ≤ p1/2N2. (8)

Proof : We begin as in the proof of Lemma 1 but without taking complex
conjugates, finding that

p−1∑
n0=0

(Sχ(n0, n0 +N))2 =
N∑

n1=1

N∑
n2=1

(
p−1∑
x=0

χ(x(x+ n1 − n2))

)
.

Let h = n1 − n2. If h = 0 then the inner sum is
∑p−1

x=0 χ
2(x) = 0, because

by hypothesis χ2 is nontrivial. Otherwise, we count for each y ∈ (Z/pZ) the
number of representations of y as x(x + h). Because p is odd (there being no
complex characters mod 2), we may use the quadratic formula, finding that this
number is 1+ψ((h/2)2+y) where ψ is the quadratic character mod p. Therefore

p−1∑
x=0

χ(x(x+ h)) =
p−1∑
y=0

(
1 + ψ((h/2)2 + y)

)
χ(y) =

p−1∑
y=0

ψ((h/2)2 + y)χ(y),

5



since
∑p−1

y=0 χ(y) = 0. Writing y = −(h/2)2c, we transform the last sum into

χ(−(h/2)2)
∑

c mod p

χ(c)ψ(1− c) = χ(−(h/2)2) J(χ, ψ)

and since none of χ, ψ, or χψ is trivial this Jacobi sum has absolute value p1/2.
Summing over all n1 and n2 we thus get an upper bound of N + p1/2(N2 −N)
on the left-hand side of (8), whence the claimed inequality follows.

That is, the (2, 0) and (0, 2) moments of our numbers N−1/2Sχ(n0, n0 + N)
are O(p−1/2N), which is o(1) as desired once N = o(p1/2). Note that here the
cross-terms

∑p−1
x=0 χ(n0 + n1)χ(n0 + n2) do have the expected size p1/2, though

they still do not really behave like a sum of random numbers of absolute value 1
(such a sum rarely lies exactly on the circle of radius p1/2 about the origin).

Beyond these quadratic moments, the main terms are still easy to handle but
the cross-terms are no longer elementary. We proceed as before and show that
the main terms agree (within negligible errors) with the corresponding moments
of the normal distributions. We assume throughout that N < p.

In the real case, we have

p−1∑
n0=0

(Sχ(n0, n0 +N))r =
∑

· · ·
∑

1≤n1,...,nr≤N

(
p−1∑
n0=0

χ
( r∏

i=1

(n0 + ni)
))

. (9)

If the polynomial
∏r

i=1(x+ni) is a perfect square then the inner sum is p−O(r).
For this to happen, r must be even and the ni must match in pairs. We already
noted that there are r!/(2r/2(r/2)!) ways to pair the indices 1, 2, . . . , r. Each
of these accounts for Nr/2 choices of (n1, . . . , nr). This counts some r-tuples
more than once, because the same number may equal ni for 4, 6, 8, . . . choices
of i; but this overcounting affects only Or(N (r/2)−1) of the r-tuples. Hence the
perfect squares in (9) sum to

p

(
r!

2r/2(r/2)!
+Or(1/N)

)
Nr/2. (10)

Dividing by Nr/2, we find that the squares’ contribution to the r-th moment
of the p real numbers N−1/2Sχ(n0, n0 + N) is within Or(1/N) of the desired
r!/(2r/2(r/2)!).

In the complex case we likewise expand
(
Sχ(n0, n0 + N)

)r(
Sχ(n0, n0 +N)

)r′
and sum over over n0 mod p to obtain

∑
· · ·
∑

1≤n1,...,nr≤N

1≤n′1,...,n′
r′
≤N

 p−1∑
n0=0

χ
( r∏

i=1

(n0 + ni)
)
χ
( r′∏

i′=1

(n0 + n′i)
) . (11)

Here the main terms are those for which r = r′ and the n′i are some permutation
of the ni; this happens if and only if r = r′, in which case the number of such
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terms is Nrr! − Or(Nr−1) (again the error is due to overcounting when the
ni are not distinct). These terms contribute (1 + Or(1/N))pNrr! to the sum
(11), and thus r! + Or(1/N) to the (r, r) moment of the p complex numbers
N−1/2Sχ(n0, n0 +N). There can be other ways to make the sum over n0 be as
large as p−O(r + r′); for instance if χ is cubic we may take (r, r′) = (3, 0) and
n1 = n2 = n3. But for a complex character the number of such alternatives is
at most Or,r′(N (r+r′−1)/2) so their contribution is negligible as N→∞.

But the cross-terms are more troublesome. Already when we take r = 3 in (9)
the typical inner sum is

∑p−1
n0=0 χ

(
(n0 + n1)(n0 + n2)(n0 + n3)

)
. We already

noted in the proof of Lemma 2 that when χ is the quadratic character mod p
we can interpret χ(m) as the number of solutions mod p of y2 = m, minus 1.
Thus the inner sum is p less than the number of solutions mod p of

Y 2 = (X + n1)(X + n2)(X + n3). (12)

With three distinct factors on the right-hand side, (12) is an elliptic curve E.
The elementary methods we have used thus far do not let us obtain a good upper
bound on the size of such a character sum. Hasse [1936] developed enough of the
theory of elliptic curves over finite fields to prove that the number of solutions
of (12) is p−a where a, the “trace” of E, satisfies3 |a| ≤ 2p1/2. When two or more
of the ni coincide we easily obtain

∣∣∑p−1
n0=0 χ((n0 + n1)(n0 + n2)(n0 + n3))

∣∣ ≤ 1.
Summing over n1, n2, n3 we thus find that the third moment of the real numbers
N−1/2Sχ(n0, n0 +N) is O(p−1/2N3), which is o(1) as desired once N = o(p1/6).

Still in the real case, but taking r arbitrary, we need to bound the discrepancy
between p and the number of solutions of

Y 2 = (X + n1)(X + n2) · · · (X + nr). (13)

Now we have a hyperelliptic curve whose genus g can be as large as b(r− 1)/2c
(this upper bound on g is attained if and only if the ni are distinct). Again
a bound O(q1/2) on the discrepancy is available, but is even harder: we need
Weil’s analogue of the Riemann Hypothesis for hyperelliptic curves of arbitrary
genus. Weil proved [1948] that a smooth, projective curve of genus g over a
finite field of q elements has q + 1− a rational points with |a| ≤ 2gq1/2. In our
setting q = p and g < r/2. The solutions of (13) may not correspond exactly to
rational points on the associated smooth projective curve, because the model
(13) of the curve is singular at infinity and also at any points where X +ni = 0
for two or more i. Still the two counts differ by at most (r/2)− g, whence the
Weil bound ∣∣∣∣∣

p−1∑
n0=0

χ
(
(n0 + n1)(n0 + n2) · · · (n0 + nr)

)∣∣∣∣∣ < rp1/2 (14)

3Of course the inequality must be strict, but the proof applies also to an elliptic curve
over a finite field of q elements for any prime power q, and when q is a square the values
a = ±2q1/2 can be attained. Note that we write p − a, not the usual formula p + 1 − a
for the number of rational points on E, because that formula includes the point at infinity
(X : Y : 1) = (0 : 1 : 0) of (12), which we did not count.
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holds for all (n1, . . . , nr) that cannot be partitioned into r/2 pairs ni, nj with
i 6= j but ni = nj . We have seen already that the number of r-tuples that do
have such a partition with each ni ∈ [1, N ] is

(
r!/(2r/2(r/2)!) + O(1/N)

)
Nr/2

if r is even, and zero otherwise. We conclude that

1
p

p−1∑
n0=0

(
Sχ(n0, n0 +N)

N1/2

)r

=
1 +Or(1/N)√

2π

∫
x∈R

xre−x2/2dx+O(rp−1/2Nr) (15)

holds for every nonnegative integer r. This proves our claim that that when
χ is real the distribution of N−1/2Sχ(n0, n0 + N) approaches the real normal
distribution of mean 0 and variance 1 as (p,N) varies over a family with N→∞
and log p/ logN→∞.

In the case that χ is complex new difficulty arises. Fix n1, . . . , nr and n′1, . . . , n
′
r′ ,

and let D,D′ be the polynomials

D(X) :=
r∏

i=1

(X + ni), D′(X) :=
r′∏

i′=1

(X + n′i′).

Assume that these polynomials are distinct (equivalently, that the n′i′ are not a
permutation of the ni). For every character χ mod p set

Φχ :=
p−1∑
n0=0

χ
( r∏

i=1

(n0 + ni)
)
χ
( r′∏

i′=1

(n0 + n′i)
)

=
p−1∑
n0=0

χ(D(n0))χ(D′(n0)). (16)

We assume that D(X)/D′(X) is not of the form R(X)f for some rational func-
tion R and integer f > 1, else we may write R = D1/D

′
1 in lowest terms and

write

Φχ =
p−1∑
n0=0

χf (D1(n0))χf (D′1(n0)) + O(r),

in which the sum is of the same form as (16) but with D1/D
′
1 satisfying our

condition on D/D′. (The error O(r) arises because we may have removed as
many as r/f factors χf (n0 + ni)χf (n0 + n′i′) with ni = n′i′ , and each removal
introduces a term of norm 1 into the sum where in (16) there was zero.) We
then want to prove that Φχ �r q

1/2 for every nontrivial character χ.

Let d be the exponent of χ (that is, the least positive integer such that χd is
the trivial character). Then we expect that Φχ will be related with the number
of solutions mod p of

Y d = D(X) (D′(X))d−1. (17)

Indeed this number is
∑d−1

j=0 Φχj ; the j = 0 term is p − O(1), and we expect
the remaining terms to be Or(p1/2). The number of solutions of (17) is in turn
within O(r) of the number of rational points on the superelliptic curve4 with

4A “superelliptic curve” has the form Y d = R(X) for some d > 1 and rational function R
that is not a scalar multiple of an f -th power for any integer f such that gcd(f, d) > 1; a
“hyperelliptic curve” is a superelliptic curve with d = 2.
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equation Y d = D(X)/D′(X), and Weil’s theorem gives an upper bound on
the discrepancy between this count and p. But once d > 2 we cannot recover
Φχ from the number of rational points on the curve, because the other Φχj

contribute to it as well.

To isolate the individual Φχj we need not just the count of d-th powers among
the nonzero values of D(X)(D′(X))d−1 but their full distribution among the d
classes in (Z/pZ)∗/((Z/pZ)∗)d. Equivalently, we need, for each ζ ∈ C∗ such
that ζd = 1, the number of n0 mod p such that χ(D(n0))χ(D′(n0)) = ζ. Call
this number F (ζ). Then Φχj =

∑
ζd=1 ζ

jF (ζ). In other words, we may regard
the map j 7→ Φχj as the discrete Fourier transform of ζ 7→ F (ζ). But each F (ζ)
is related with the number of points on some superelliptic curve over Z/pZ.
For instance, F (1) is within O(1) of the number of solutions mod p of (17),
divided by d. More generally, let us fix for each ζ some cζ ∈ (Z/pZ)∗ such that
χ(cζ) = ζ; then

F (ζ) =
1
d
#{(n0, y) ∈ (Z/pZ)2 : y 6= 0, cζyd = D(n0) (D′(n0))d−1}. (18)

Now the Weil bound applies to the right-hand side of (18). Unfortunately
the genus of the superelliptic curve cζY d = D(X) (D′(X))d−1 can be as large
as a positive multiple of (r + r′)d, so Weil only tells us that F (ζ) − p/d =
O((r + r′)p1/2), which yields Φχj =

∑
ζd=1 ζ

jF (ζ) = O((r + r′)dp1/2). This
is good enough if d is bounded, but in general (r + r′)dp1/2 is much too large
because d can be (and typically is) as large as p− 1.

Fortunately Weil’s theory gives more information than just the size of F (ζ) −
(p/d): it decomposes the difference (up to the usual O(1) due to points on
the curve where y is zero or infinite) as a sum of d contributions that exactly
correspond with the Φχj , and bounds each of them by O((r+ r′)p1/2), without
a factor of d in the error estimate. (Again we see that the bound contains the
same factor p1/2 we expect from the behavior of sums of random numbers, but
does not match exactly this behavior because p−1/2Φχj is bounded.) Therefore
we finally obtain an estimate

1
p

p−1∑
n0=0

(
Sχ(n0, n0 +N)

N1/2

)r (
Sχ(n0, n0 +N)

N1/2

)r′

(19)

=
1 +Or(N−1/2)

2π

∫∫
(x,y)∈R2

(x+iy)r (x−iy)r′ e−(x2+y2)/2 dx dy +O((r+r′)p−1/2Nr)

for all nonnegative integers r, r′. This proves the complex case of the Davenport-
Erdős theorem: when χ is complex the distribution of N−1/2Sχ(n0, n0 + N)
approaches the complex normal distribution of mean 0 and variance 1 as (p,N)
varies over a family with N→∞ and log p/ logN→∞.

The Davenport-Erdős theorem applies equally when we generalize the sum
Sχ(n0, n0 + N) =

∑N
n=1 χ(n0 + n) to

∑
n∈N χ(n0 + n) for any N -element
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subset of Z/pZ. Indeed, when N is fixed and n0 varies, the moments of the
resulting sums satisfy the same estimates that we showed in the special case
N = {1, 2, 3, . . . , N} (with error terms depending on p,N but not χ,N ), and
with the same proof. Thus the sums N−1/2

∑
n∈N χ(n0 +n) approach the same

real or complex normal distributions as N→∞ and log p/ logN→∞.

This means that such techniques cannot be strong enough to produce nontrivial
bounds on individual sums Sχ(n0, n0+N): the bounds would then apply equally
to all

∑
n∈N χ(n0 + n), but it is easy to find N that makes the sum as large

as the trivial bound N for a single choice of n0: simply make N an arbitrary
subset of −n0 + ker(χ). (For instance, if χ is the quadratic chracater mod p,
choose N numbers of the form n = x2 − n0.) Hence nontrivial bounds on
individual sums Sχ(n0, n0 +N) must exploit the structure of N in the special
case N = {1, 2, 3, . . . , N}. We do this next, following Burgess.

Exercises

1. Suppose χ is a cubic character modulo a prime p, that is, a nontrivial Dirichlet
character such that χ3 is trivial. Show that if |Sχ(N)| < εN then there exists
x < N exp(2(ε−1)/3)+o(1) such that χ(x) 6= 1.

[Note that χ(x) 6= 1 if and only if x is not a cubic residue. See Theorem 2 of [Davenport-

Erdős 1952] for a generalization to k-th power nonresidues; the power of N that occurs

for k > 3 is smaller than the quadratic and cubic case suggests, due to overcounting

of numbers divisible by more than one large prime.]

2. Take N = bp/3c and p−bp/3c instead of N = bp/2c in Lemma 1 to increase
the constant 1/4 in the Corollary to that Lemma. (The improved constant will
depend on whether χ is real or complex; in the real case you should be able to
get

√
2/3.)

3. Prove the integral formulas (5) and (6). [For the former, change variables to
obtain a multiple of Γ((r + 1)/2); for the latter, use polar coordinates.]

4. Show that the error Or(1/N) in (15) can be replaced by O(r2/N) with a
universal implied constant. What is the corresponding result for (19)?
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